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Abstract
Pre-trained large language models (LLMs) show promise in providing support to students through
dialogues. However, current research in LLM-based support has highlighted the need to involve different
stakeholders (e.g., instructors, researchers, students) in the design and deployment of these interactions.
Based on our formative interviews with students and the prior literature, we are designing a system
for instructors to: (1) program LLMs according to the task, (2) provide support to students through a
chat interface, and (3) collect student feedback and usage statistics to inform future deployments. In this
work, we report on our ongoing development of the system, design considerations, possible use cases of
the system, and the path to the deployment of the system for a database management course. We hope
that other researchers could build on this work to design systems that enable human-AI collaboration
when it comes to improving the learning outcomes of students.
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1. Introduction

There has been a decade-long pursuit of using artificial intelligence to provide support to students
and teachers in the form of Intelligent Tutoring Systems [1, 2, 3, 4] and Teaching Assistants
[5, 6, 7]. Large language models (LLMs) have been gaining attention as a potential support
system for students in educational settings [8, 9, 10]. Pre-trained LLMs have shown promise in
providing assistance through dialogues, but current research in this area has highlighted the
need to involve different stakeholders, such as instructors, researchers, and students, in the
design and implementation of these interactions [11].

This paper reports on the ongoing development of a system designed to address this need.
The system is intended for instructors to program LLMs according to the task, provide support
to students through a chat interface, and collect student feedback and usage statistics to inform
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future deployments. We detail the system design considerations and possible use cases, with a
specific focus on a database management course. The goal is to demonstrate how human-AI
collaboration can be used to improve student learning outcomes and provide a foundation for
future research in this area.

2. Relevant Work

In this section, we provide a brief overview of Intelligent Tutoring Systems, followed by a review
of some applications of large language models for human support applications.

2.1. Intelligent Tutoring Systems and Teaching Assistants

Intelligent tutoring systems (ITSs) are defined as computer programs that are designed to
incorporate AI techniques to provide tutors who know what they teach, who they teach,
and how to teach it [12]. These systems have been studied for decades to replicate learning
experiences with human tutors [1, 2, 3, 4]. Although the original objective of ITSs is to replicate
the teaching of human teachers, in some cases they have even been shown to outperform human
teachers in terms of learning outcomes for students [13, 14]. ITSs such as Duolingo have found
tremendous commercial value when it comes to learning languages [15]. Recent advances in
pre-trained language models have been applied to specific tasks related to tutoring, such as
the generation of questions for personalized feedback [8] to the solving of math equations
with models such as GPT-3 [9]. GPT-3 has also been used to simulate user interactions to train
automated tutoring systems [10]. In a related field of work, Intelligent Teaching Assistant
Systems (ITAs) are designed to help both learners and teachers [5, 6, 7]. Deep learning methods
have been used to design ITAs to detect student distraction and notify teachers to improve
lesson effectiveness [16].

2.2. Applications of Large Language Models

LLMs have been applied to a wide range of contexts within the HCI community to design
assistive technologies that generate human-like logical and intellectual responses to prompts.
These models have been extensively applied to support writing tasks [17] such as story writing
[18], user-adapted semantic description generation [19] and help curate emails [20]. In other
domains, such as in helping users with their mental health, researchers have shown the potential
of using LLMs for improving themood of users [11] and helping computer science undergraduate
students manage their mental well-being through interactions with chatbots [21].

Through this work, our aim is to explore the design space of developing ITSs with the use
of large language models, while involving the relevant stakeholders (e.g. instructors, students,
researchers, etc.) in the design process for a human-in-the-loop approach.

3. Design of QuickTA Framework

In this section, we cover some details of the design process followed to develop the initial
prototype for QuickTA. To help formulate our system’s design, we conducted a literature



review (covered in Section 2) and preliminary semi-structured interviews with computer science
students of a North American public university to understand their needs for getting help in
their moment of learning.

3.1. Formative Interviews

We started by asking interviewees to recall any course they took in the past that had a “pro-
gramming” component to it (e.g., introduction to programming, database systems, etc.). Then
open-ended questions were asked to identify different contexts in which they sought or did not
seek help from the instructor and teaching assistants. They were then asked to share about
the different tools they used for help while solving problems or the different communication
channels (e.g., classroom forums, and emails) they used while reaching out to others for help.
Special emphasis was placed on identifying the different contexts in which students preferred
one of the options over the others. They were also asked about specific prompts that they think
will be helpful when they are stuck while solving assignments.

In addition, we ask some targeted questions to help in the design of an automated system to
provide them with support. They were asked to think aloud about the characteristics of this
ideal student-assisting tool, as well as the different contexts in which they would use this tool
over a human teaching assistant (TA). Finally, they were asked to share any “acceptable” or
“unacceptable” mistakes they thought this ideal system could make.

3.2. Design Goals

Guided by our formative interviews with students and prior literature, we formulate three
design goals to guide our design of the QuickTA system.
D1: Always accessible channel / medium to ask questions. One of the common themes

that emerged during the interviews was that students “rarely” or “not often” sought help from
existing channels to get help in the course. When it came to asking for help from instructors or
TAs, one of the students mentioned “I’m very busy with other courses or the time usually conflicts
with a class (near midterm and exam time professors usually have more students in queue during
office hours), or I’m not too sure what to ask.”
D2: Ask questions to understand the context before generating hints. QuickTA

should be able to maintain context and be able to ask questions when students are unable
to articulate their problems. When it came to asking questions on a classroom forum (called
Piazza), one of the students mentioned “The problem with Piazza is that sometimes when you
need to give a long context to the problem you’re trying to solve it ends up confusing the person
answering and is difficult to follow.”. Some of the students also highlighted that they had problems
in articulating their questions and said “Not sure how to summarize certain questions”.
D3: Mixed initiative tutoring. The system is based on ITS’s core concept of using artificial

intelligence to assist learning, which will introduce uncertainties. In order to balance automa-
tion and controllability [22], a mixed-initiative approach should be used to include humans
(instructors and students) to identify and correct errors.



3.3. QuickTA Framework

For designing a system to fulfill these design goals, we propose a full-stack system with separate
student and instructor views. Help is provided to students through a conversational agent that
could be accessed at any time by the student (D1). A large language model (e.g., GPT-3), capable
of maintaining context and retrieving hints [23], is used to generate the interaction with the
student (D2). The instructor can program the LLM, based on usage statistics and feedback from
the students (D3).

3.3.1. Interface

Some views of QuickTA are shown in Figure 1, 2 and 3. Now we look at each of these in more
detail.

Figure 1: Chat window for students to interact with the conversational agent.

3.3.2. Instructor View

QuickTA provides instructors with the ability to configure different modular components
of the interaction according to their requirements. For example, depending on the course,
the instructor can modify the “Prompt” parameter (see Figure 2) to provide appropriate help
to students. In the context of a database course, the prompt could be “The following is a



conversation with a database instructor. The instructor helps human solve assignment problems
related to databases. The instructor does NOT explicitly give the solution or write the SQL query,
but only helps brainstorm possible solutions.”. The student-QuickTA interaction generated in
Section 3.3.3 is based on this prompt (the DDL commands to generate tables were also provided
as input).

The data analytics view (see Figure 3) provides a summary of all interactions students have
had with a particular LLM. Some metrics include the average rating, the average response rate,
and the number of reported conversations. Flagged dialogs are also displayed in the dashboard
to make future adjustments to the model.

Figure 2: Instructor window for programming/fine-tuning LLMs - input prompts, hyperparameters, etc.

3.3.3. Student View

QuickTA provides support to students in the form of conversations in a chat window. Students
have the option to report any chat they find inappropriate or not satisfactory enough. They also
have the option to download the chat log for future reference. A sample conversation based on
the prompt in Section 3.3.2 would look like the following:

User I need help solving my assignment.
ROBOT Okay, what is your assignment about?
User it’s related to database.
ROBOT What specifically do you need help with?
User I am trying to write the SQL query to identify total number of students who took ship

route #1 on Sept 4th, 2019. But I don’t know where to start from.
ROBOT Well, one approach would be to start by looking at the table structure and identifying

which tables and columns contain the relevant data. In this case, it looks like “Take” table



Figure 3: Dashboard for instructors to visualize the interactions students are having with QuickTA.

would be a good place to start, since it contains information about which students took
which routes on which dates.

4. Conclusion

In this work, we share a brief overview of our ongoing work to design an automated tool to
help students with their learning. We are in the process of conducting studies and interviews to
evaluate the effectiveness of the tool. Through this submission, we hope to initiate discussions
and collect feedback from other researchers present in the workshop who are working on
similar topics.

Our intention is to incorporate QuickTA into computer science courses in the upcoming
semesters to improve the learning experience of undergraduate students while they are thinking



about the material at hand. Additionally, we intend to collect feedback on the user interface
and user experience of QuickTA to better understand student needs.
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